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SCaN is the essential connection to our
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SCaN Requirements — What has Changed?

The DYNAMIC AO was released in May 2023. Since that time some of the underpinning assumptions upon which the
SCaN-related requirements have changed. Please note those changes.

Section 5.2.6 et seq. of the AO outline the then-current requirements.

As mentioned in 5.6.2.1, proposers may use non-NASA services for their communication, navigation, and spectrum
needs, but need to be aware that if SCaN is uninformed of these plans, it will be extremely difficult, if not impossible
to 'step-in’ should the non-NASA provider be unable to fulfil the planned services. This would be due to SCaN having
no knowledge of the results of any compatibility tests, and therefore how the comm system works. Additionally, the
issue of obtaining a spectrum authorization on short notice is problematic at best.

If a proposal decides to pursue a non-SCaN service, it may be prudent to consider planning a set of compatibility
tests with SCaN networks as an ‘insurance policy’.



SCaN Requirements — What has Changed?

As also stated in Section 5.6.2, unless the mission is proposing to occupy an orbit beyond 2 million km, the DSN
network is not available.

As of the August 8, 2024, Agency Program Management Council decision, the Tracking and Data Satellite System
(TDRSS) is no longer available to any new missions. This includes the DYNAMIC mission.

With respect to other specific requirements listed in the AO:
No changes to Requirement 33.

No changes to Requirement 34; proposers are strongly encouraged to (re)engage with the SCaN mission
Commitment Office as soon as practical.

Requirement 35. Proposers will need to work closely with the Agency Spectrum manager, Bryan Rhodes
(bryan.a.rhodes@nasa.gov) and Mike Evans, deputy (michael.a.evans-1@nasa.gov) early in the process. The
spectrum environment is rapidly changing, so consultation is advised.
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Other Requirements - What has Changed?

No change to Requirement 36.
No change to Requirement 37.
No change to Requirement 38.

No change to Requirement 39, but proposers need to identify and prioritize their mission critical events within their
CONOPS as early is practical.

Section 5.2.9 discusses the use of AMMOS, a suite of tools used to support the operations of robotic missions.
AMMOS is not a SCaN-funded development activity but is supported by the Planetary Sciences Division in SMD.

SCaN is agnostic on it’s use for missions. Regardless of the implementation chosen, it shall follow all NASA guidelines
and requirements for cybersecurity, etc., as discussed in Requirements 42 and 43. Note that these requirements are
changing as the global cyber-environment changes. Engaging with SCaN (for comm and nav related issues) as well as
other parts of NASA early on these issues would be well advised.



Other Considerations

The ground system architecture will vary depending on a number of factors, including (but not limited to):
* data volume;

* data latency;

* |ocation in space (i.e. orbit regime);

» geolocation of antennas used (whether SCaN or commercial);

* the cybersecurity needs for the commanding and data received;

* and the involvement of foreign partners (either governmental or academic).

Additionally, SMD’s Open Data Policy (SPD 41a) will also affect the way data flows from a given ground station to a
Mission/Science Operations Center, and whether a Cloud is used for data delivery. These interfaces need to be
considered and SCaN can help with some aspects of these.
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Guidance and Questions

Work with SCaN to identify needs and they will heIp you coordlnate for
approprlate commercial services

Pomt of Contact: Jeff Hayes jeffrey.hayes- 1@n sa. gov
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Follow us at: https://www.nasa.gov/scan Facebook: NASASCaN Twitter: @NASASCaN
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Near Space Network

* The NSN acts as a liaison for customers that need The NSN provides four main
communications and navigation services in the near services to mission customers:
space region—out to two million kilometers from
Ea rth Mission Integration: development of service

agreements, interfaces, documentation, support
of reviews, etc.

* The network serves missions throughout their entire

Mission Planning and Scheduling: performing

Iifecycle, providing requirements analysis, Spectrum link and loading analyses, supporting service
management, communications analysis, service Lelisesainiin A
agreements, mission design, mission planning, e e
launch, operations, and post-mission support navigation information, tracking data
aCtIVItleS measurements, and messages

User Mission Data Transfer: spacecraft forward
command and return telemetry data

NSN Services Brochure 1.2 DIG (nasa.gov)
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https://esc.gsfc.nasa.gov/static-files/NSN%20Services%20Brochure.pdf
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Lunar Exploration Ground Segment

LEGS Site #1: White Sands Complex (WSC)
Government: NASA/GSFC

Target Readiness : 2026

Single X/Ka Transmit/Receive Antenna

LEGS is a new network of DTE antennas that
reduce contention for DSN by absorbing new
Artemis demands

LEGS 1 to 3:
Cover three geographically diverse sites,
offering continuous lunar coverage
18-meter class performance in X and Ka
Government-owned / contractor operated

LEGS 4+:
Locations TBD
18-meter class performance in X, Ka and S
Being pursued under full commercial

. LEGS Site #2 Option B: MTJ, South Africa LEGS Site #3: Australia
services procurement Government: SANSA Government: ASA, ASD
Target Readiness : 2027 Target Readiness Date: 2028
Single X/Ka Transmit/Receive Antenna Single X/Ka Transmit/Receive Antenna




Near Space Network
Plan for Commercial Communications Services

“DIVIDE AND CONQUER” APPROACH IS TAILORED TO MARKET CAPABILITIES AND RISKS

Rapid Commercialization of Measured Transition to

Direct-to-Earth (DTE) y ; Commercial SATCOM
Services Services

2040 . . : g 2020 2040

® Commercial transition in progress; commercial TDRS: Time required to gradually transition
Ground Stations: and partner services represented ~61% of

Commercialization Target passes in FY23
® Near-term increase in services provisioned by
current commercial & partner ground sites
| NASA-owned service capability || Commercially-provided

Commercialization Target TDRS is expected to support legacy users into the
early 2040’s

Commercial SATCOM capability will be used for
new missions

B SCaN is balancing the need for future investments OMB has communicated that NASA should transition
in legacy systems with migration away from away from TDRS and government-owned ground
government systems stations to commercial vendors, aligning with

® The transition to commercial services for SATCOM National'Space Policy
and DTE is expected to progressively reduce NASA will not be launching additional TDRS; in 2015,
sustainment and maintenance cost option for a subsequent 3rd generation spacecraft
(TDRS-N) was rejected




Opportunity

Legacy Architecture and Services (Switchboard
in the Sky)
NASA owned and contractor operated with
high O&M costs
Substantially limited capacity
Even “demand access” relies on scheduling
and coordination
Esoteric, bespoke, closed ecosystem
Complex and costly mission integration

This legacy paradigm has held back mission
network performance, forcing cutting-edge
users to use 1980’s vintage networks

Technology and Service Evolution

Diverse commercial SATCOM-as-a-service
offerings with lower costs

Ability to support 10’s of thousands of
users simultaneously

On-demand capabilities akin to cellular
Supported by a large industrial base and
market

Capability offerings that increase user
autonomy and reduce network reliance

High-throughput, demand-responsive
networks have the potential to unleash
new modes of science, and remove long-
standing network constraints
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Unlocking next generation technology & services through
CSP

= Commercial Geosynchronous Orbit (GEO) ))\

L-band relay network _
Inmarsat NASA announced on April 20, 2022 that the CSP awarded

contracts totaling $278.5 million to demonstrate how

Optical Low Earth Orbit (LEO) network ; commercial satellites can support NASA missions.
amazon | project kuiper

Communications Services Project (CSP)

Six providers are matching / exceeding the awards
GEO C-band and Medium Earth Orbit (MEO) ‘ ; A . : .
S oty SES with own funds. Estimated total investment of
GOVERNMENT SOLUTIONS $1 .5 billion over five years.

Optical LEO network b Vendors are progressing successfully
through their agreed to milestones.
Demonstrations will continue

RF relay networks offering C-band and Ka-band through mid-2027
services

GEO Ka-band relay network

Viasat'™®




CSP’s Funded Space Act Agreement Partners: Projected Services

The FSAAs were awarded with the objective of demonstrating end-to-end services to meet multiple NASA
mission use cases ranging from routine operations to TT&C, launch, and LEOP support

FSAAs with each vendor are unique based on their services and proposed milestones

Architecture Data Delivery Data Delivery TT&C TT&C
(High-Rate Optical) (High-Rate RF)  (Low-Rate RF) (Launch)

amazon | project kuiper  LEO Optical Q

sSPACEX LEO Optical Q

XY
Viasat GEO Ka-band
+Inmarsat
Legacy Inmarsat GEO L-band 0 0

GEO C-band and
TELESAT LEO Ka-band

A GEO C-band and
SES MEO Kaj:;nzn 0

N KEF’LEP** LEO OptICG/ 0

** Non-reimbursable Space Act Agreement in negotiation



Near Earth Relay: Historical Context

Origins of Tracking and Data Relay Satellite (TDRS)
System were with the Shuttle and International Space
Station and the driving need for 24x7 coverage

TDRS system was built up over decades in
deployments of three generations of satellites — the
first launched in 1983 and the last satellite in 2017
Capabilities incrementally improved over the
generations, but fundamental architecture remained
consistent over 40+ years

NASA will not be launching additional TDRS
Options for a subsequent 3™ generation spacecraft
(TDRS-N) was rejected by the Office of Management
and Budget (OMB) and unsupported in congressional
justifications
OMB consistently communicated for over a decade
that NASA should transition away from TDRSS,
aligning with National Space Policy



Legacy Inmarsat

INCoMMAND INRANGE Inmarsat Government will leverage their established
s A ,%}‘/ o i, N ELERA L-band netwo.rk and sateII.ite .constellations to
R o support user satellite communication needs. The
revolutionary InRange and InCommand capabilities
powered by ELERA is expected to provide critical
support for launch and space relay services.

A

ﬁ

Earth Network £ Launch Partner Vehicle Earth Network

World-wide L-band network with 99.9% network reliability Rapidly deployable using existing space and ground infrastructure
Eliminates dependency on ground infrastructure Decreased “black-out” communications phases post launch

Continuous near real-time telemetry




Viasat

ViaSat-3 Americas ViaSat-3 EMEA ViaSat-3 APAC X : 5 . X . X X 5
T T T The ViaSat-3 constellation is Viasat’s next generation of ultra-high-capacity, Ka-band satellites in

S=Sui=s S=Sui=s S=Sws=s GEO. Viasat-3 will offer enhanced global coverage, network capacity. The first satellite of the
global ViaSat-3 constellation was successfully launched from NASA's Kennedy Space Center in
Florida in 2023.

For space-users, the constellation is designed to significantly reduce the time it takes to transmit
data from satellites by extending the real-time Earth network into space. This will enable space
relays between satellites in different orbits and allow Earth-observation satellites and others to
download their data more quickly.

Ka-band operations Near-global coverage

Each ViaSat-3 satellite is planned to have the ability to deliver Dynamic bandwidth allocation to move capacity where and when
download speeds of up to 100+ Mbps and 1 Terabit of needed
throughput data per second




Project Kuiper

NETWORK ARCHITECTURE

A constellation of more than 3,000 satellites
deployed in LEO and equipped with optical terminals
and advanced antennas will link to a secure, ground-
based communications network to deliver resilient,
low-latency communications to users on Earth and in
UserSpacecrNa;\\t[?@F‘\’? pEie

Project Kuiper LEO Constellation

©©©©©©©©

Earth Network

KEY FEATURES

High-speed, low-latency optical services ® Secure, global ground network

® Resilient on-orbit optical mesh networking ®* Improved performance over traditional C- and Ku-bands

® End-to-end encryption for customers




SES GEO Satellites SES’ multi-orbit, multi-band offering will support
routine missions, contingency operations, launch and
ascent, and early operations phase communications

SES MEO Constellation across multiple bandwidths for spacecraft in low-

\QQM Earth orbit.
U\ser Spacec raf;,,,/l/

gy

Earth Network

Multi-band, multi-orbit satellite services Designed to meet stringent cybersecurity requirements
Proven non-geostationary orbit (NGSO) innovative technology High throughput — up to 100 Mbps per LEO spacecraft

5000 customer beams per O3b mPOWER satellite




SpaceX will leverage the powerful mesh network of
their established Starlink satellite constellation and
leading-edge laser communications technology to
provide data relay services for a variety of missions.

Reputable Starlink LEO constellation with proven reliability

Enabled through leading-edge laser communication technology

Mesh communications network constructed of optic intersatellite
links

Always-on capability with no prioritization or de-confliction
required enabled by autonomous scheduling and data routing

Bidirectional communication from and to anywhere in less than
100ms




Telesat

NETWORK ARCHITECTURE

Telesat will harness the power of their advanced
Telesat Lightspeed network to demonstrate
Telesat Lightspeed LEO Constellation connectivity, tasking and command, telemetry, and
mission data flow services to users in LEO.

User Spacecraft \'/é}i?

o o o T B > o

Earth Network

KEY FEATURES

® Optically linked LEO satellites High throughput providing enterprise-class connectivity

RF space-to space relay capabilities Advanced digital beam-forming technology for dynamic capacity
allocation

Inter-satellite latency on par with fiber networking




Next Steps: Path to Commmercial SR Services

@ = NSN Services RFP @ = Define service requirements
released Feb 2023 = Finalize framework for how
¢ = Awards summer & fall ¢ validation of SATCOM services
ei(g\?ir;(irsset of DTE @ = Complete “validation
P . . : readiness reviews”
: % = Wideband : : before executing
: multilingual terminal: : validation activities (per
F flight demo 5 E Vendor)
ZRORZE7 20295
= CSP formulated to demo i = Initiate fair and open :
commercial Earth : . , ¢ competitive process to : = Final validation
Proximity Space Relay @ = Agency decision milestone ¢ select first vendor set :  tasks completed.
for TDRS flyout to assess : : .
= 6 FSAA Awards June 2022 progress, vendor readiness, & - Release RFP L 202_9 CSP will
. = Demos through mid 2027 and projected ability to meet dellver_ an
. user needs operational SR
& = CSP User Group (CSUG) capability to the
to share status of the NSN to manage.

demos with mission
community



